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ABSTRACT
Artificial Intelligence (AI), Machine Learning (ML), and Natural
Language Processing (NLP) are transforming the way legal pro-
fessionals and law firms approach their work. The significant po-
tential for the application of AI to Law, for instance, by creating
computational solutions for legal tasks, has intrigued researchers
for decades. This appeal has only been amplified with the advent
of Deep Learning (DL). In particular, research in AI & Law can be
extremely beneficial in countries like India with an overburdened
legal system.

In this tutorial, we will give an overview of the various aspects
of applying AI to legal textual data. We will start with a history of
AI & Law, and then discuss the current state of AI & Law research
including the techniques that have produced the biggest impact.
We will also take a deep dive into the software processes required
to implement and sustain such AI solutions.
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1 DESCRIPTION & OUTLINE
This tutorial will attempt to give an overview of different aspects
of applying AI techniques, especially Natural Language Processing
and Machine Learning, to legal textual data. It is worth noting that
working with legal text is far more challenging than in many other
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subdomains of NLP, mainly due to factors like lengthy documents,
complex language and lack of large-scale datasets.

The tutorial will have three parts (along with Q&A), as summa-
rized in Table 1. The three parts are detailed below.

• Part 1: A brief history of AI & Law research, important mile-
stones

The tutorial will start with a brief history of the application
of AI in the legal domain, and its progress over the decades,
from rudimentary approaches to sophisticated Deep Learn-
ing technologies [1, 7–9, 16, 17]. We shall also discuss the
inherent challenges of AI-based approaches for solving prac-
tical tasks on legal text.

• Part 2: State-of-the-art in AI & Law research, datasets, bench-
marks and tools

We shall then discuss some of the latest AI & Law research
challenges that are being pursued in India (and globally)
today, and the state-of-the-art techniques being used to ad-
dress these challenges. In particular, we shall discuss prob-
lems such as semantic segmentation of legal documents [4],
legal statute identification from fact descriptions [14], court
judgment prediction [12], and the summarization of legal
documents [2]. We shall also introduce publicly available
resources that are useful for research in AI & Law, such as
datasets [4, 12, 14], benchmarks [6] and pre-trained language
models (PLMs) [5, 10, 15, 19]. Table 2 summarizes some of
the datasets/resources that we plan to discuss.

• Part 3: Challenges and best practices in developing Legal infor-
mation systems at scale (how to put the AI models into practice
and sustain them)

Imagine that the extensive and rigorous research that we
describe in Part 2 is now completed. We will consider in this
part, technical challenges, and the software development
life-cycle that is required to implement a software solution
that allows the expected consumption of the model thus
developed. We will talk about the tech stack required to
enable state-of-the-art models in public clouds like AWS and
the overlap with the ML life-cycle in a sustainable manner.

Note that research in AI & Law is not only limited to processing of
English legal text. A large number of prior studies have worked on
legal text in other European languages [11], Chinese legal text [18],
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Part Topic Presenter Duration
1 A brief history of AI & Law research, important milestones Jack Conrad 30 mins
2 State-of-the-art in AI & Law research, datasets, benchmarks

and tools
Saptarshi Ghosh, Shounak Paul 25 mins

3 Challenges and best practices in developing Legal information
systems at scale (how to put the AI models into practice and
sustain them)

Shirsha Ray Chaudhuri 25 mins

4 Q&A All Presenters 10 mins
Table 1: Brief outline of the entire tutorial session (duration 90 minutes)

Datasets
Dataset Description
Semantic Segmentation [4] Corpus of 150 Indian Supreme Court Case Documents annotated for the Semantic Segmentation

Task: The task involves splitting a case document into functional parts (Facts, Arguments, Ruling by
Present Court, etc.) by labeling individual sentences under a sentence-tagging framework. 7 semantic
segments have been considered and annotated by experts in this dataset.

ILSI [14] Corpus of 65k Indian criminal court case documents for the Legal Statute Identification Task:
The task requires one to find out the relevant statutes (written law articles) that can be relevant given the
facts of a case, using a multi-label text classification framework. The label set consists of the 100 most
frequent statutes from the Indian Penal Code.

ILDC [12] Multiple corpora of Indian Supreme Court case documents for the Court Judgment Predic-
tion and Explanation Task: The task involves predicting whether the claims made in the case are
accepted/rejected under a Binary Text Classification Framework. ILDC-single ( 6k docs) contain a single
claim per case, ILDC-multi ( 35k docs) contain multiple claims per case and there is also a small set of
docs (50) having human annotations for explainability.

LexGLUE Benchmark [6] A collection of multiple datasets (mostly EU, UK or US-based) for different legal tasks: Comprises
of tasks such as binary and multi-label statute identification (ECtHR-A and ECtHR-B), predicting relevant
legal issues (SCOTUS) or concepts (EUR-LEX), predicting unfair terms-of-service (UNFAIR-ToS) and MCQ
answering regarding case holdings (CaseHOLD).

Pre-trained Language Models
Model Description
LegalBERT [5] Pre-trained Language Model over EU, UK and US legal text: Pre-trained BERT-base-uncased from

scratch (using custom tokenizer) over a corpus of 350K documents (12GB) comprising of the legislation of
EU and UK, cases from the ECJ and ECHR, and case documents from the US.

CaseLawBERT [19] Pre-trained Language Model over US case documents: Pre-trained BERT-base-uncased both from
scratch (using custom tokenizer) and continual training over US State and Federal court case documents
(3.4M docs, 37 GB) from the Harvard Case Law Project.

PoLBERT [10] Pre-trained Language Model over many types of legal documents: Pre-trained BERT-base-large
using two different seeds with the RoBERTa pre-training objective over a huge corpus of legal documents
(10M docs, 256 GB), such as legal analyses, court opinions, government publications, contracts, statutes,
regulations, and more, mostly from the US and EU.

InLegalBERT & InCaseLaw-
BERT [15]

Pre-trained Language Model over Indian court case documents: Pre-trained BERT-base-uncased
over a corpus of Indian statutes and case documents (5.4M, 27GB) by continuing training the LegalBERT
and CaseLawBERT models above.

Table 2: Brief Description of some of the resources to be discussed in Part 2 of the tutorial

and so on. But in this tutorial, we will only focus on application of
AI on English legal text.

2 GOALS / OBJECTIVES OF THE TUTORIAL
Through this tutorial, the participants will become familiar with
various challenges and opportunities in the field of AI & Law, which

is an emerging research area for AI and NLP researchers. Addition-
ally, there is a critical need for AI & Law solutions in many countries
where the legal system is highly overburdened and access to justice
is costly and burdensome for the common citizen.

With countries across the world making efforts in digitizing
legal records and funding research in AI & Law, the future is bright
and the potential scope is huge. Furthermore, AI & Law has made
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significant inroads in industry as well, being increasingly adopted
by law firms and corporations, including startups, to introduce
cutting-edge solutions. Hence the research community will benefit
from this tutorial.

3 TARGET AUDIENCE
Anyone interested in AI & Law will benefit from this tutorial. In
particular, we believe that this tutorial will benefit technologists
who wish to apply AI in the legal domain, prospective AI/NLP re-
searchers, as well as legal practitioners interested in contemporary
technological solutions to legal problems. We would also love to
have tech enthusiasts interested in the application of AI to legal
content attend.

A knowledge of NLP and standard Machine Learning techniques
would be helpful for attendees to grasp the NLP tools covered
during the tutorial.

4 PRESENTERS OF THE TUTORIAL

• Jack G. Conrad, Director of Applied Research and Lead Re-
search Scientist, TR Labs at Thomson Reuters, Minneapolis,
MN USA

Jack Conrad is Director of Applied Research at Thomson
Reuters TR Labs where he focuses on a broad range of tech-
nical application areas involving AI, machine learning and
textual data processing. He also fosters cross-team collabora-
tion and communication in the process of implementing and
deploying technology to meet business needs. For over two
decades, he has delivered critical artifacts and infrastructure
for research and business directed projects across a diverse
spectrum of domains that have included legal, tax and news.
Jack has published more than 50 peer reviewed research pa-
pers and has eight patents. He is passionate about the power
of AI transformation in enterprise environments.
Jack is past president of the International Association for
Artificial Intelligence and Law (IAAIL.org) and has served
on the IAAIL Executive Committee for 8 years. Jack’s areas
of expertise include research in the fields of information re-
trieval (search), question answering, NLP, machine learning,
data mining, and system evaluation.

• Shirsha Ray Chaudhuri, Director of Engineering, TR Labs
at Thomson Reuters, Bangalore, Karnataka, India

Shirsha Ray Chaudhuri is the Director of Engineering at
Thomson Reuters Labs, Bangalore. TR Labs is TR’s applied re-
search division, focused on delivering solutions with AI and
emerging tech to TR’s platforms and products and customer
Proof of Concepts (PoCs). TR’s editorial workflows power
its best-in-class product like Westlaw. The TR Labs team
in Bangalore contributes to leveraging AI in these editorial
workflows. Her earlier work includes strategic architecture
and prototyping for Daimler’s EvoBus team to help route
planning software solutions for electric buses, predictive
maintenance solutions for Daimler’s DTNA service centres,
and use of AI for rapid field ops in Daimler’s Japan-based
FUSO trucks. Besides providing point-in-time solutions for

a single use case, she implemented generic modifications of
such AI services which could be replicated across geogra-
phies and operators.

• Shounak Paul, Senior Research Fellow, Deptt. of Computer
Science &, Engineering, IIT Kharagpur, West Bengal, India

Shounak Paul is a Senior Research Fellow at the Department
of CSE, IIT Kharagpur. His research interests mainly include
legal data analytics and applications of NLP in the legal
domain. His works on AI & Law for Indian applications have
been published in premier conferences and journals such
as: semantic segmentation [3, 4] (JURIX 2019, best paper
award; AI & Law Journal 2021), charge identification [13]
(COLING 2020) and legal statute identification using citation
networks [14] (AAAI 2022).

• Saptarshi Ghosh, Assistant Professor, Deptt. of Computer
Science &, Engineering, IIT Kharagpur, West Bengal, India

Saptarshi Ghosh is an Assistant Professor at the Department
of CSE, IIT Kharagpur. His research interests include Legal
analytics, Social media analytics, and Algorithmic bias and
fairness (on which he presently leads a Max Planck Partner
Group at IIT Kharagpur). His works on AI & Law have been
published at premier conferences including SIGIR, AAAI,
CIKM, ECIR, COLING, and have been awarded at top AI
& Law conferences, including the Best Paper Award at the
International Conference on Legal Knowledge and Informa-
tion Systems (JURIX) 2019, and the Best Student Paper Award
at the International Conference on Artificial Intelligence
and Law (ICAIL) 2021. He is presently the Section Editor on
Legal Information Retrieval for the journal Artificial Intel-
ligence and Law, the premier journal in AI & Law. He has
been awarded with several prestigious awards, including
the Institution of Engineers (India) Young Engineer Award
2017-18 in Computer Engineering discipline.
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