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Abstract

Empirical research on basic components of American judi-
cial opinions has only scratched the surface. Lack of a co-
ordinated pool of legal experts or adequate computational
resources are but two reasons responsible for this deficiency.
‘We have undertaken a study to uncover fundamental compo-
nents of judicial opinions found in American case law. The
study was aided by a team of twelve expert attorney-editors
with a combined total of 135 years of legal editing experi-
ence. The scientific hypothesis underlying the experiment
was that after years of working closely with thousands of
judicial opinions, expert attorneys would develop a refined
and internalized schema of the content and structure of legal
cases. In this study participants were permitted to describe
both concept-related and format-related components. The
resultant components, representing a combination of these
two broad categories, are reported on in this paper. Ad-
ditional experiments are currently under way which further
validate and refine this set of components and apply them
to new search paradigms.
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1. INTRODUCTION

This experiment grew out of our need to establish a knowl-
edge-base for related legal corpus research, including studies
in textual abridgement. Of West Group’s thousands of full-
text databases representing terabytes of information, the
majority focus on the legal domain. To assist our efforts
in developing new or enhanced search tools for the legal or
business professional, it was essential to have a set of reli-
able, empirically-corroborated notions about the structure
and relationships in case law documents. As Deedman and
Smith have underscored:

It is important to realize that no logical overall
structure of this area of law had previously existed.
Most nonlawyers find the lack of organization diffi-
cult to believe and somewhat disconcerting. How-
ever, this formlessness is characteristic of the Anglo-
American common (case) law tradition, as opposed
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to the European civil law which is codified. Basi-
cally, a body of case law consists of a large collection
of cases that have been accumulated over time, often
hundreds of years. The cases are supplemented by
commentaries found in the legal literature. An area
of common law grows by process of accretion, some-
what like a coral reef, as new cases are decided and
added to its corpus [11].

If there exists an apparent lack of structure at the cor-
pus level, such absence of universal form is even more pro-
nounced at the individual case level. As many professors of
law will assert, no one style of judicial opinion writing fits all
judges.® Moreover, the surface-level structure that one finds
in a body of cases is nearly as varied as the subject matter
it addresses. This is despite the fact that over time judges
and others have tried to establish effective ways of writing
opinions [1].

With a sizable staff of highly-skilled attorneys employed
to identify and summarize points of law, it seemed reason-
able that over time, these professionals would form some
stable notions of what components comprise a judicial opin-
ion. Thus began our efforts to tap into this schemata of
common law [22].

Our experimental objectives included learning more about
the discourse-level or ‘macrostructure’ textual features of ju-
dicial opinion documents [27]. Another central motivation
behind this research was to determine to what extent editors
would achieve agreement and comnsistency in their analysis,
since if human experts could not agree, then little success
could be expected when automatically handling these case
law components. For large publishing enterprises or online
service vendors which may invest hundreds of thousands of
person-hours each year in the review and editing of judicial
opinions, such an endeavor could result in editorial savings
as well as new means of accessing judicial opinions. Longer
range goals for such research include automating the pro-
cess of identifying and connecting such added features. The
results presented in this paper are suggestive and promis-
ing, though not definitive. However extensive our editorial
resources, for practical reasons they were not unlimited.

Section 2 of this paper reviews related work in the area of
document structure analysis. Our experimental methodol-

1In this paper, judicial opinion is used to denote the statement by
a judge or court of the decision reached regarding a cause tried or
argued before them, which expounds the law as applied to the case,
and details the reasons upon which the judgment is based. By con-
trast, case law or legal cases refers to the collection of reported cases
which forms a body of jurisprudence (i.e., the law of a particular sub-
ject formed by the decided cases) and is distinct from statutes and
other sources of law.
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ogy is described in Section 3. Section 4 presents the results
of our study, while Section 5 examines the conclusions we are
able to draw from these findings. Lastly, Section 6 presents
an overview of the new directions this research is taking.

2. RELATED WORK

A great deal has been written about the lexical and gram-
matical aspects of legal discourse [9, 20] and models of argu-
mentative discourse have been widely studied [3, 7]. Yet a
number of these models have been developed without exten-
sively consulting the human practitioners of their domains.
In other words, they appear to be built from the machine
down rather than from the human expert up.

Paice treats the natural language understanding challenge
faced by text abstractors as essentially an information ex-
traction task which is performed during automatic indexing
[21]. In this work, an assortment of candidate “fillers” are
considered for various slots in a semantic frame. Concept
names are then selected for these slots by examining the
candidates and associated weights. Others have imposed
synthetic structures on textual documents in other ways, for
instance, by segmenting a text into multi-paragraph units—
thereby being prepared to respond to a new regiment of
queries capable of focusing on the subtopic domain [13, 12].

By contrast, a number of researchers have performed ex-
tensive analytical studies on the existing internal structure
of various modes of natural language discourse. These have
included general natural language prose [27, 14], the ‘gram-
mar’ of discourse [17], as well as exposition [6], argumen-
tation in editorial discourse [3], news as discourse [29], and
historical discourse and associated abstracts [25]. Most of
these projects share the underlying philosophy that for too
long fields such as linguistics have confined themselves to
words, phrases, or sentences in isolation and have ignored
the context in which they occur. Many of these studies
owe their conception to the relatively new field of Discourse
Analysis.

Discourse Analysis is a multidisciplinary approach to tex-
tual study and stems from a number of fields in the hu-
manities and the social sciences—linguistics, anthropology,
sociology, psychology, cognitive science, and others. Among
the most important research in this area is that of van Dijk,
whose seminal works on macrostructures proposed that one
could examine the discourse of a domain in terms of its
deeper sub-textual structure [27]. VanDijk, like Danet [9],
tends to underscore the social and cultural dimensions of
language use as much as the cognitive. Despite new de-
velopments in formal grammars, logic, and artificial intel-
ligence, the field—methodologically and theoretically—still
awaits broader application [28].

Liddy used some of these same propositions to explore
the discourse-level structure of empirical abstracts and the
existence of lexical clues which reveal such structure [16].
In a validation procedure, Liddy showed that professional
abstractors do possess an internalized structure of empir-
ical abstracts, whose components and relations were cor-
roborated over the course of four exercises. The study was
motivated by the supposition that many natural language
features go unexploited in text-based information process-
ing systems. Her experiments served as a model for some
of the initiatives we report on here. However, focusing on
abstract-like summaries of judicial opinions or the points-
of-law contained in these cases, though more manageable,

was not found to be as useful as dissecting the core opinions
themselves.

A perhaps more computationally adaptable approach to
textual study was introduced by Mann and Thompson in
the form of Rhetorical Structure Theory (RST) [18]. RST
has become one of the most widely acknowledged discourse
theories in the last ten years. It offers an explanation of the
coherence of texts, providing an analysis of the clauses and
the relations between them due to their communicative con-
tent. Because it specifies the role of the observer of the text,
it claims to provide a basis for examining the objectivity and
subjectivity of the analysis. Central to the theory is the idea
of rhetorical relation, which is the relation that binds two
non-overlapping text spans called nucleus and satellite. The
distinction between the two derives from the empirical ob-
servation that (a) the nucleus expresses more of the essence
of the author’s purpose, (b) the satellite supports it, and
(c) the nucleus of a rhetorical relation is understandable
independent of the satellite, but not the converse. A few
exceptions to this rule exist, such as a constraint, a multin-
uclear case. RST thus provides a functional basis for study-
ing the discourse-relevant forms or “discourse-markers” in
texts, along with other formal correlates of discourse struc-
ture. RST has served as an effective tool that has been
applied to a variety of contemporary computational linguis-
tic problems, including summarization [19]. Yet because of
the requisite training and inherent subjectivity—in terms
of component identification and granularity—we opted to
tap into the internalized schema of our own domain experts,
without such externally imposed rhetorical relations.

Such a “Deep Structure” theory of law has been promoted
by J.C. Smith [8]. His theory asserts that although legal de-
cision making is basically a rule-governed activity, the rules
that must be applied are beyond the “surface” rules of legal
discourse.

More recently, Briininghaus and Ashley have addressed
the issue of indexing the knowledge represented in legal
cases. They examined the utility of focusing on finer-grained
textual units such as sentences [5]. They used an ID3 learn-
ing algorithm to determine what CATO-like factors may
be associated with a given sentence [2]. Hence, a type is
determined from a set of 26 abstract fact patterns. The
usefulness of such building blocks outside of instructional
environments, however, is an open question.

A number of limited-application legal expert systems have
been designed and developed [24, 11, 12, 10]. Some claim to
exploit the structural features of legal documents, yet they
tend to circumscribe their domain such that the generality
of their structured building-blocks remains unclear.

3. EXPERIMENTAL METHODOLOGY

In order to focus on the internal components of case law
documents, we developed a three-phase study. With the
help of an outside consultant, procedures were designed to
describe and formalize the extensive knowledge of a team
of legal-editing experts. All editors are attorneys and have
considerable experience with judicial opinions. The average
amount of legal-editorial experience for each editor is over
11 years (the median number of years being 13). Gender
was equally represented on the team.

The phases consisted of recording the experts’ notions
about the common elements in a representative opinion,
analyzing how reliably these experts could independently



identify and agree on these common elements, and, lastly,
re-evaluating the resultant set of elements based on our find-
ings as well as other factors such as the cost, utility, and
coherence of the elements.

3.1 Phase I—Component Identification

In this phase, we conducted individual interviews of the
participants in open-ended sessions lasting anywhere from
20 to 60 minutes. We asked each interviewee to list every-
thing he or she could about “the common elements of judi-
cial opinions in American case law.” No other information
was provided except to briefly answer clarifying questions
(e.g., to focus on the raw opinion minus any added edito-
rial enhancements such as summaries or notes about points
of law). Each of the interviews resulted in a list of case
components, annotated or qualified as the editor saw fit.
Following the interviews a 90 minute focus group was held
for the entire body of editors. During this time, the partic-
ipants were asked the same basic question posed during the
interviews. All responses were recorded on a white board
in the front of the conference room. The session was also
taped and a transcript was made for future reference. The
participants themselves discussed whether a given element
was a synonym for another element or whether it merited
its own entry, and, when warranted, to what extent two el-
ements might overlap. Near the end of the session, each
of the participants was presented with a copy of his or her
contributions produced during the earlier interview session
and asked to ensure that each of his or her components was
properly represented in the current resultant set [15].

In a separate @-sort exercise, each of the participants was
asked to sort a set of 52 cards, one card for each of the re-
sultant components, into four piles [23, 26]. Each pile signi-
fied a given component’s degree of “typicality.”? We defined
typicality as how regularly the component is present in an
opinion. The exercise was repeated for “importance.” We
defined importance as how significant the component is (or
could generally be expected to be) to a legal researcher.
Later in a Delphi-round exercise, members were given the
opportunity to modify any of their initial typicality or im-
portance scores if they saw fit, after seeing the group’s aver-
age score for each of the components [30, 4]. For this task,
the subjects were presented with only their initial scores for
the two categories along with the group’s mean scores. The
rationale for relying on this multi-step rating process was
three fold. First, it ensured that each of the participants
contributed equally to the final scores. Second, it gave each
of the editors the chance to verify that they were viewing the
four choice scale in a manner generally similar to their col-
leagues. Lastly, it gave each of the participants the opportu-
nity to reassess their component scores when they deviated
significantly from the group’s mean values.

In the last exercise of this phase, the editors were asked to
complete a questionnaire on the relationships between the
components identified in the focus group.

2 A four choice Likert scale [26] was selected by the focus group par-
ticipants (using 1 for most typical or important and 4 for least typical
or important) in order to give the respondents a reasonable number
of choices and to produce a reliable set of data. By selecting an even
number of choices, the middle-of-the-road ‘no opinion’ option was
avoided. The scale was reviewed for appropriateness for each of the
components being assessed.

3.2 Phase II—Trial Tagging of Components®

In preparation for the second phase, a number of the par-
ticipants contributed to the construction of a glossary of
the resultant components. (See Appendix) The editors were
then given individual “tagging” surveys. Using a scale from
1 to 4, the participants were asked to assess how difficult
it would be to (a) identify and (b) delineate boundaries for
the concept-related components (e.g., “facts” rather than
“headings”).

Three of the initial editors subsequently participated in a
series of exploratory tagging exercises. Each tagging exercise
consisted of a preliminary briefing, the tagging exercise it-
self, and a post-exercise feedback round. In the preliminary
briefings, one of three component subsets was addressed.
During these meetings, the upcoming tagging exercise was
described in detail and the participants were given the op-
portunity to ask clarifying questions about instances, for
example, where it would be possible to interpret aspects of
the identification task in more than one way. The tagging
exercises themselves involved having the editors identify the
component elements and their boundaries in two to three
opinions. (Hard copies of the cases were distributed and
the participants ‘tagged’ the components of interest, includ-
ing their boundaries, using colored pens.) The component
subsets used are presented in Section 4.2.2. Finally, dur-
ing a post-exercise feedback session the editors were pre-
sented with the quantitative results of their work in terms
of tagging agreements and disagreements (i.e., overlap and
misses). During both category-by-category and occurrence-
by-occurrence tag reviews, the editors explained their deci-
sions. Procedures and rules were then developed to increase
tagging agreements in subsequent exercises.

3.3 Phase III—Reassessment of the Component
Set

An identification ‘summit’ was held with tagging exercise
participants. Its objective was to assess each of the compo-
nents examined during the tagging exercises. Finally, these
editors collaborated to establish a modified set of compo-
nents based on a compendium of quantified results from the
tagging exercises as well as upon factors such as utility, cost
of identification, and set cohesiveness. This modified set is
currently the focal point of on-going experiments.

4., RESULTS

The interview process initially produced a list of more
than 150 components. These were consolidated, when ap-
propriate, to collapse duplicate or largely overlapping cate-
gories. This resulted in a reduction of the list by one-third:
97 components remained, with partial degrees of overlap still
existing between some. The focus group exercise reduced
this set to 52 components. They are presented below in Fig-
ure 1. These were assembled by their logical groupings, with
parallel subset groupings occurring under the topics of Facts
and Issues.

4.1 Phasel

4.1.1 The Resultant Components
See Figure 1.

3The terms component and tag are used interchangeably throughout
the paper.



Concept-related Components

Facts
1. Historical
2. Procedural (See Issues)
1. Informative (Embodied above)
2. Necessary to Analysis
Issues
1. Preliminary

a. Jurisdictional

b. Standard of Review
2. Procedural
3. Substantive
4. Contentions of Parties
1. Disputed
2. Marginally Disputed
3.
L
1.

Undisputed
aw
Cited (See Citations)
2. Conclusions
a. Abstract
b. Concrete
Definitions

Citations
1. Authority

a. Binding

b. Non-binding
2. Statutes
3. Cases
4. Secondary Sources
Analysis
1. Public Policy
2. Precedent
3. Conclusory Statements

— Judicial Notice

. Higher Law
. Deductive Reasoning
. Directed Result
. Interpretation of Authority
. Application of Law to Facts
Parties
Evidence
Relationships
Historical Treatment
Deference to Other Courts
The Mandate

0~ O Ot >

Opinions

1. Concurring

2. Dissenting
Separate Orders

Formatted-related Components

Illustrations
Quotations

— Quoted Transcripts
Paraphrases
Footnotes
Appendices
Headings
Divisions
Judges’ Names
Attorneys’ Names
Court-supplied Syllabi
Court-supplied Headnotes
Docket Number
Date of Decision

Sections Not to be Published

Figure 1. Resultant Components from Data Collection Phase

4.1.2 Typicality and Importance Scoring

Typicality and Importance were two metrics among sev-
eral which were considered as component selection criteria—
i.e., to aid in deciding which to include in subsequent exper-
iments. For this reason, each of the participants was asked
to “score” each of the 52 components for typicality and im-
portance, using a scale from 1 (for most typical/important)
to 4 (for least typical/important). The scale was established
by the editors themselves as their final focus group exercise.
A summary of survey results is presented in Table 1.

4.1.3 Q-sorting Exercise

The Q-sorting exercise produced scores which were ex-
tremely consistent with the group mean scores; it also pro-
duced a few scores which were quite divergent from the
mean. For instance, while one editor had a 0.893 corre-
lation with the group mean, another had a correlation of
0.275. Within the group itself, two editors had a correla-
tion between their scores of 0.758, while another pair had
a correlation of 0.009 (one having used his own interpreta-
tion of the components rather than the glossary) (See Table
2). It was precisely for instances like the latter that we de-
signed the Delphi-round reassessment as a @-sort follow-up
exercise.

4.1.4 Delphi-round Reassessment

To avoid individually skewed instances of scoring, the par-
ticipants were given a second opportunity to assess the typ-
icality and importance of the case components. This time
each subject was given a worksheet which included his or
her original @-sort scores, along with the group’s mean val-
ues. Components which were associated with large standard
deviations (s.d. > 1.0) were marked with an asterisk. The
objective of the Delphi-round was to give the participants
the chance to reconsider their original scores in the light of
the group mean values (See Table 2).

The Delphi-round exercise reduced the weaker correla-
tions discussed above, and as a result, many of the skewed
scores converged towards the mean values. The exercise
had the net effect of increasing all of the correlation values.
(Values shown in Table 2 present Pearson Product-Moment
Correlation values.)

415 Observations on Typicality and Importance

One might expect the editors’ typicality scores to be more
uniform than those for importance, since frequency (and
thus indirectly typicality) is a more mentally recordable item
than importance. This was demonstrated in our results.

‘We speculate that this arises because importance is more
subjective than typicality. The figures from both the Q-sort
and Delphi-round exercises support this hypothesis. The
mean values of the standard deviations in both Tables 1
and 2 are lower for typicality. These figures are shown in
Table 3.

Both standard deviation averages decreased following the
Delphi-round reassessment task, though slightly more for
typicality than for importance. These results suggest that
after years of closely reading cases, the expert editors de-
velop an internalized notion of common components and
their significance to the case. Their notions, however, coin-
cide more for typicality than importance.

The case components were examined after being ordered
by typicality and importance scores. It was thought that
these orderings could be significant at some point in the
study when thresholds are sought to separate useful com-
ponents from less useful ones. Components which are both
typical and important would be the first candidates for fre-
quency analysis during the investigation of actual cases.

The editors were next asked to identify implicit relation-
ships between top-level components.*

4Implicit relationships were viewed as being distinct from the explicit



Mean Standard Mean Standard
No. | Component Typicality Score | Deviation | Importance Score | Deviation
1. Abstract Conclusions 1.64 1.03 1.91 1.11
2. Analysis of Precedent 1.45 0.52 1.55 0.52
3. Appendices 4.00 0.00 3.82 0.40
4. Appl. of Law to Facts 1.00 0.00 1.27 0.65
5. Attorneys’ Names 1.27 0.90 3.73 0.47
6. Binding Authority 1.82 0.87 1.45 0.69
7. Case Citations 1.36 0.67 1.91 0.70
8. Conclusory Statements 2.09 0.70 2.36 1.03
9. Concrete Conclusions 1.00 0.00 1.18 0.60
10. | Concurring Opinions 3.09 0.54 3.18 0.87
11. Contentions of Parties 1.45 0.52 1.91 0.70
12. Court-supplied Headnotes 3.36 0.67 2.18 1.17
13. | Court-supplied Syllabi 3.45 0.69 2.64 1.21
14. Date of Decision 1.18 0.60 3.09 0.94
15. | Deductive Reasoning 2.09 0.94 2.09 1.04
16. Deference 2.73 0.65 2.82 0.40
17. Definitions 2.64 0.92 2.18 0.87
18. Directed Result 2.64 1.12 2.55 1.21
19. Disputed Issues 1.09 0.30 1.36 0.67
20. | Dissenting Opinions 3.09 0.54 3.00 0.89
21. Divisions 2.36 0.92 3.45 0.93
22. Docket Number 1.36 0.92 3.64 0.92
23. | Evidence 1.45 0.69 1.82 0.60
24. | Facts Necessary to Analysis 1.09 0.30 1.45 0.69
25. Footnotes 2.45 1.13 2.73 0.79
26. | Headings 2.91 0.70 3.45 0.69
27. Higher Law 2.64 1.21 2.09 1.22
28. Historical Facts 1.55 0.69 2.45 0.93
29. | Ilustrations 3.64 0.67 3.36 0.67
30. | Interpretation of Authority 1.73 0.47 1.55 0.52
31. Judges’ Names 1.18 0.60 3.09 1.22
32. Judicial Notice 3.27 0.65 3.09 0.54
33. Jurisdictional Issues 2.09 0.54 1.64 0.50
34. Mandate 1.18 0.60 1.91 1.14
35. | Marginally Disputed Issues 2.82 0.60 2.91 0.94
36. | Non-Binding Authority 2.36 0.92 2.73 0.79
37. Paraphrases 2.27 0.65 2.73 0.90
38. | Parties 1.00 0.00 2.00 1.00
39. | Preliminary Issues 2.18 0.60 2.73 0.65
40. Procedural Issues 1.64 0.50 2.09 0.70
41. | Public Policy Analysis 2.91 0.54 2.18 0.75
42. Quotations 1.55 0.69 2.82 0.75
43. Relationships 2.36 0.92 2.73 0.90
44. | Secondary Source Citations 2.55 0.52 2.45 0.69
45. Sections not to be Published 4.00 0.00 3.91 0.30
46. | Separate Orders 3.55 0.93 3.36 1.03
47. Standard of Review Issues 2.00 0.77 2.18 0.60
48. Statute Citations 1.64 0.81 1.73 0.79
49. Substantive Issues 1.09 0.30 1.27 0.65
50. | Transcript Quotations 3.18 0.98 2.82 1.08
51. Historical Treatment 2.64 0.92 2.18 1.25
52. Undisputed Issues 2.82 0.60 3.27 0.90
| | Mean S.D. Values 0.51 0.70

Table 1. Case Components with Delphi-round Typicality and Importance Values [1=High; 4=Low]




Correlation Values Q-sort Delphi-round
Typicality | Importance | Combined || Typicality | Importance | Combined
Editor—Editor: Min: 0.317 0.000 0.009 0.597 0.046 0.368
Max: 0.797 0.740 0.758 0.876 0.805 0.786
Editor—-Group: Min: 0.557 0.096 0.275 0.807 0.531 0.675
Max: 0.896 0.899 0.893 0.911 0.916 0.913

Table 2. Minimum and Maximum Correlation Values for Editor—Editor and Editor—-Group Scores

Typicality

Importance

Q-sort

0.81

Delphi-round

0.70

Table 3. Mean Values of Composite Typicality and Importance Standard Deviations from Table 1

4.1.6 Typicality and Importance Relationships

We examined the relationship between typicality and im-
portance scores on a component basis in order to deter-
mine if there might be a computational means of measuring
importance. If typicality, the less subjective of the two,
is in fact related to importance in some tractable man-
ner, then typicality could represent an indirect indicator
of component importance. Further, if component frequency
is a characteristic of typicality, then a researcher may be
able to automatically monitor both typicality and impor-
tance. A scatter plot of typicality vs. importance scores is
shown in Figures 2 and 3. The Pearson correlation score
for all 52 components, as shown in Figure 2, is less than
0.6. From the plot, one can observe that the majority of
the outliers tend to have low importance but high typicality
scores (e.g., docket number, divisions, attorneys and judges
names). When these format-related components, identified
in Phase I, are removed from consideration, as shown in Fig-
ure 3, the typicality-importance correlation score increases
to over 0.84. The suggestion here is that for more significant
concept-bearing components, there is a more direct correla-
tion between typicality in an opinion and importance. For
instance, analysis of precedent, interpretation of authority,
application of law to facts, et al. have strong positive cor-
relations between the two metrics. For any automated or
semi-automated system focusing on identifying and index-
ing these underlying judicial opinion components, such re-
lationships could be meaningful in helping interpret highly
developed arguments.

ones—e.g., hierarchical—revealed in Figure 1. The eighteen top-level
components were taken from the focus group’s initial component out-
line (boldfaced entries in Figure 1). A relationships questionnaire
asked editors to “denote (with symbols and notes) the types of re-
lationships you believe may exist between the individual component
and any of the others.” A distinction was made between concep-
tual and format-related topics. The task was made somewhat more
manageable for the editors because no components which are already
‘tagged’ in the opinion have been included (e.g., judges’ names, deci-
sion date, docket number, etc). Results from the questionnaire were
recorded in a knowledge-base organized by (a) component and (b)
link. We envision drawing from this repository at a point when seek-
ing discriminating component characteristics. Because the nature and
range of this information is beyond the scope of this paper, it will not
be further addressed here.

Scatter Plot of Typicality vs. Importance Scores
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4.2 Phase II

4.2.1 The Tagging Exercise Component Set

The second phase of the study began by having each of
the initial subjects participate in a tagging survey. Tagging
in this context was defined as the act of inserting tags in
a textual document to identify a particular element or fea-
ture (i.e., component) and marking its boundaries. Differ-
ent tags could thus be characterized by different scopes (i.e.,
some would occur at the word-level, others at the phrase or
sentence-level, and still others at the paragraph or multiple
paragraph-level). In the survey, participants were asked to
respond to two separate tag-related indicators—component
identification and boundary designation—as well as a hybrid
of the two. The results of the hybrid category follow. The
content-(i.e., non-format)-related component set used in five
tagging exercises is presented in Figure 4, grouped by tag-
ging survey results. The survey assessed each component
according to presumed tagging difficulty; the components
were initially grouped into three subsets according to this
relative tagging difficulty. [The figures in parentheses give
each component’s typicality (T) and importance (I) rank
among the group of 52 components.]

The 36 components shown in Figure 4 below were subse-
quently subdivided into three different groups based largely,
though not exclusively, upon their tagging survey scores.’®
Each group included components from the other two scor-
ing groups. To some extent, each subgroup focused on a
topical area. For example, the second group was designed
to focus as much as possible upon issue-related components.
The resultant regroupings appear in Figure 5.

4.2.2 Tagging Exercise Results

Throughout our analysis, tagging exercise discoveries were
as much qualitative as quantitative; they arose from discus-
sions following the exercises as well as from our numerical
spreadsheets. Nonetheless, tagging concordances among the
editors were routinely monitored in a quantitative manner.
After experimenting with several different levels of granular-
ity, we finally selected the paragraph-level as a reasonable
indicator of tagging agreement. For each of these specified
segments of text, the degree of agreement among editor pairs
and editor trios was recorded. These concordances tended to
correspond to the established consensus about which com-
ponents were more difficult to identify and which less so.
Average concordances from three of the five tagging exer-
cises are presented in Table 4. For cells in the table report-
ing two values, the first value includes those paragraphs in
which the editors agreed contained no tags; the second value
excludes them. Sections of a test case where all three editors
were in agreement on the tags were rarer, especially for the
more challenging tags sets. All of the tagging exercises were
performed on federal court opinions. With the exception of
an initial meeting to discuss definitions for a given tag set
and the specific task asked of them, the editors performed
their tagging independently of one another. The first tag-
ging exercise with component subset I was regarded as a
training round. The third tagging exercise (also on subset
I) was performed using different test cases and thus do not
appear in the table. (Thus, a set of summary results from
the remaining tagging exercises appears below.) As the edi-
tors moved from the easier tag set to the more difficult one,

overall agreements about what portions of the text should
be tagged declined (as should have been expected).

5. CONCLUSIONS

One of the chief observations made during our component
analysis involved the cost-quality tradeoff. In other words,
the more extensive the tag set, the more costly the invest-
ment required to identify them reliably, whether manually
or automatically. This finding was especially true of the
more challenging components in the last two tagging sub-
sets. Difficulties encountered in identifying the components
were many. Some of the more basic reasons included the
broad range covered by a given tag (e.g., Relationships), the
slippery nature of a tag’s definition (e.g., Directed Result),
the questionable contribution of a tag (e.g., Non-binding Au-
thority and Marginally Disputed Issues), the infrequency of
a tag (e.g., Higher Law), the low degree of overlap among
editors when identifying a given tag (e.g., Paraphrases and
Deductive Reasoning), equal representation by other exist-
ing tags (e.g., Deference by Binding Authority or Histor-
ical Treatment), and combinations of the above. In addi-
tion, when the editors were in reasonable agreement on a
given tag, the demarcation of the tag’s boundaries presented
an entirely different challenge, particularly for general tags
such as Analysis of Precedent or Application of Law to Facts
where the component can span over multiple paragraphs.

Beyond the particular sources of difficulty mentioned above,
one concern was raised on several occasions by the partici-
pants. Given our component set and its three subsets, the
tags were seen to lack a unifying view or coherent backbone
which could tie together important elements such as issues
and corresponding evidence, analysis, and conclusions. This
apparent disunity was explicitly addressed in Phase III.

Focusing on issues-related components, the participants
began to underscore probable problem areas during our dis-
cussion sessions. It was believed that a potentially impor-
tant class of components was being unduly diluted because
of a mixture of precise tags with more general ones. A com-
bination of Typicality and Importance scores from Phase I
was also taken into account in this portion of the experi-
ment. For example, from a practical point of view Prelim-
inary Issues was seen as an extraneous tag, since virtually
all issues would fall under the classes of Procedural Issues
and Substantive Issues. So such a tag would rarely, in prac-
tice, be required. Through a series of such reductions, an
initial class of ten issues-related components could be more
succinctly represented by five.

Similar arguments were made for a number of fact-related
components, namely, Historical Facts, Judicial Notice, Facts
Necessary to Analysis, as well as Evidence. In order to prop-
erly capture the nature and role of evidence in a case, we
questioned whether these could be more clearly represented
with fewer elements, but more essential ones. The expert
editors agreed they could. As a result, a subsequent goal be-
came taking a step backwards from the initially diffuse tag
set to “distinguish the forest from the trees.” The underly-
ing motivation was that if agreement could not be achieved
using manually-assigned tags on a training set, then little
success could be expected when tagging these components
automatically.

5The Conclusory Statements component was further clarified by and
for the participants during the construction of the tagging glossary.
At that time it was more explicitly described as Summary Resolution
of an Issue.



Mean Score Results of Tagging Survey  (Responses from 10 Participants)

Relatively Easy

The Mandate (T: 1; I: 15)

[10, 1.5] Scores Moderately Easy |15, 2.25] Scores Relatively Difficult 1225, 4.0]

Contentions of Parties (T: 14; I: 13) 1.60  Directed Result (T: 33; I: 29)

1
Separate Orders (T: 49; |: 47) 1 Preliminary Issues (T: 28; I: 31) 1.65  Analysisof Precedent (T: 15; I: 6)
Concurring Opinions (T: 43; I: 43) 1 Jurisdictional Issues (T: 27; I: 10) 1.80  Public Palicy Analysis(T: 42; I: 18)
Dissenting Opinions (T: 43; |: 42) 1 Historical Facts (T: 16; |: 22) 1.80  Application of Law to Facts(T: 1; I: 2)

Transcript Quotations (T: 45; I: 37) 1 Higher Law (T: 38; I: 22) 180  FactsNecessary to Analysis(T: 8; I: 4)
Judicial Notice (T: 45; I: 38) 110 Disputed Issues(T: 8; 1: 4) 185  Deductive Reasoning (T: 23; I: 13)
Undisputed Issues (T: 38; I: 45) 110 Marginally Disputed Issues (T: 38; |: 38)1.90  Relationships (T: 25; I: 28)
Standard of Review Issues (T: 23;1: 22) 1.20  Substantive Issues (T: 8; I: 3) 1.95
Second. Source Citations (T: 34; 1: 27) 1.20  Non-Binding Authority (T: 30; 1: 36) 2
Definitions (T: 36; I: 21) 140  Treatments(T: 35; I: 15) 2
Binding Authority (T: 21; I: 6) 140  Procedura Issues(T: 18; I: 18) 2.05
Sum. Resolution of Issue (T: 25; 1: 26) 1.50  Interpretations of Authority (T: 21; I: 8) 2.10

Paraphrases (T: 28; |: 31) 2.10

Abstract Conclusions (T: 18; I: 15) 2.10

Concrete Conclusions (T: 1; I: 1) 215

Evidence (T: 13; I: 10) 2.20

Deference (T: 36; |: 34) 2.20

Scoring: 1=Quite Easy; 2=Moderately Easy; 3=Moderately Difficult; 4= Quite Difficult.

Figure 4. Tagging Survey Resultant Groupings

Component Subsets Used in Tagging Exercises

The Mandate

Separate Orders
Concurring Opinions
Dissenting Opinions
Transcript Quotations
Judicia Notice

Second. Source Citations
Definitions

Binding Authority
Historical Facts

Higher Law
Non-Binding Authority
Directed Result

Facts Necessary to Analysis

Contentions of Parties
Preliminary Issues
Jurisdictional 1ssues
Sum. Resolution of Issue
Undisputed Issues
Disputed |ssues
Marginally Disputed |ssues
Substantive Issues
Procedural 1ssues
Deductive Reasoning
Paraphrases

Subset 111

Standard of Review |ssues
Historical Treatment
Interpretations of Authority
Abstract Conclusions
Concrete Conclusions
Evidence

Deference

Analysis of Precedent
Public Policy Analysis
Application of Law to Facts

Figure 5. Tugging Ezercise Component Subsets




Tagged Paragraphs Subset I Subset 11 Subset 111

Opinion in the Opinion || 2 Eds. [ 3 Eds. 2Eds. | 3 Eds. 2 Eds. | 3 Eds.
716 F.2d 415 17 T1% | 24% || 74%/16% | 16%/0% || 42%/32% | 53%/11%
716 F.2d 234 44 93% 59% || 88%/26% | 41%/0% || 60%/38% | 17%/ 2%

Table 4. Tagging Ezercise Concordances Among Editors

After having focused on identifying components in the
set, we proceeded to examine them using the dominating
issues as an organizing principle. Whereas issues initially
represented something to be resolved, they are herein per-
mitted to acquire a dual-role, their second function being a
thread to which other components become attached. The
advantages of such dual functionality include an organizing
structure that has natural links to existing topical views of
a case (e.g., bankruptcy, immigration, insurance, etc).

Modifications of the Component Model (Phase III)

In Phase III, each of the participants was asked to draft
a judicial opinion component set of his own. The consen-
sus produced was that in the interest of utility these sets
would be less fine-grained than those addressed in the tag-
ging exercises. In the resultant versions, many of the higher-
level members of our original set reappeared, but as part
of broader categories. For this reason, the editors largely
agreed on a core set of components. Their selection criteria
shared three significant features, namely, utility, cohesion,
and cost to delimit, in addition to typicality and impor-
tance. The results are presented below, along with insights
about the identification process and the role these case com-
ponents might play in editorially-enhanced legal opinions.

The synthesis of components appearing in the revised set
includes:

1. Main Set——characterized by their ability to be linked
to fixed issues or annotations.

(a) Issues/Contentions
i. Substantive

ii. Procedural

(b) Analysis (with subcomponents such as Policy Anal-
ysis preserved for future use.)

(c) Facts/Evidence
(d) Conclusions (including Mandate)

i. Abstract
ii. Concrete

2. Subsidiary Set—useful tags despite an absence of
connections to those in the main branch.

(a) Binding Authority—cases that compel a court to
come to the conclusions it does, more precisely re-
ferred to as “Principal Authority” or “Controlling
Authority.”

(b) Historical Treatment—especially including “the
court’s language criticizing the cited case.”

(¢) Definitions—“explanations of meaning of a word,
phrase, or context.”

(d) Other Components—which are effectively tagged
by virtue of current format conventions, e.g.,
statutes and case citations, concurring and dis-
senting opinions, and other separate opinions and
separate orders.

The notion of a core component set and a subsidiary set
was proposed by a number of the participants. The ratio-
nale was that members of the core set could be linked to
an editorial view or other standardized heading (e.g., Con-
clusions could be tied to a given Issue while Facts/Evidence
and Analysis could be tied to the Issues and Conclusions).
This main set is thus the most cohesive. The subsidiary set
may have less cohesiveness but nonetheless merits tagging
for its value to the legal researcher.

The idea of an expanding tag set was also supported, or
at least one evolving from the first level of generality to
the second or sub-component level. This would avoid the
need to have a special training course while, for example,
attempting to implement all candidate tags at once.

The results of our study are promising, though questions
of scope may arise from the limited size of our tagging data
sets. Our findings suggest that a closer examination of the
supra-textual, discourse-level components of full-text judi-
cial opinions reveals features which have traditionally re-
mained untapped. Moreover, the potential of this research
to assist with the goal of the semantic tagging of legal text
may be its most valuable contribution. Although it is un-
likely that these components will lead to the replacement of
statistical word-based retrieval systems any time soon, the
potential for such components to enhance existing access
methods—especially in the area of case law—is encourag-
ing. And many would agree that there is much room for
improvement in current natural language systems.

6. FUTURE WORK

In order to demonstrate that our distilled set of case com-
ponents can be used to establish a richer and more coherent
set of accessible features, additional experiments were called
for. Our findings have supported the use of issues as an orga-
nizing principle around which the other related components
are set in motion. Once editors and ultimately computa-
tional resources are trained to manage identification of such
a central feature, work can advance to the next logical tags,
tags such as evidence, analysis, and conclusions. We are
currently examining such a network of components through
the use of training and test case sets. We have not pre-
viously exploited the relationships discovered between the
components. For this reason, we are empirically examining
some of the various links which exist between the compo-
nents found in standard judicial opinions. Once they have
been manually identified in a set of training cases, we will



proceed to further characterize these features in additional
experiments.
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APPENDIX

Below is the glossary of case components (abridged). They
are customarily not tagged in opinions.

1.

10.

11.

12.

13.

14.

15.

16.

17.

Contentions of Parties—The dispute; the subject
of litigation; the matter for which the suit has been
brought.

. Preliminary Issues—Those matters relating to the

judge’s necessary determination of why the evidence at
hand merits a court hearing.

. Substantive Issues—Those matters relating to the

part of the law which creates, defines, and regulates
the rights and duties of the parties.

. Undisputed Issues—Those matters relating to the

case about which the parties are in agreement.

. Marginally Disputed Issues—Those matters relat-

ing to the case about which the parties are in partial
disagreement.

. Disputed Issues—Those matters relating to the case

about which the parties are largely in disagreement.

. Procedural Issues—Matters relating to the legal meth-

ods of enforcing rights or obtaining redress for their
violation.

. Jurisdictional Issues—Matters relating to the pow-

ers of the courts to inquire into facts, apply the law,
make decisions, and declare judgments; they address
the legal right by which judges are permitted to exer-
cise their authority.

. Interpretations of Authority—A part of the anal-

ysis; the means by which the court concludes its scope
of control in the litigation at hand, its right to exercise
power and to implement and enforce the law as well as
the role the judgments of other parallel or higher courts
should have in its mandate.

Higher Law—A part of the analysis; a consideration
of the decisions made by courts higher than in the cur-
rent jurisdiction.

Binding Authority—Sources of law that must be
taken into account by a judge in deciding a case; for
example, statutes or decisions by a higher court of the
same state on point.

Non-Binding Authority—Sources of law that need
not necessarily be taken into account by a judge in
deciding a case; for example, decisions by a lower court
or parallel courts in a different jurisdiction.

Deference—The respect which needs to be paid in
decision-making to higher court decisions as well as
sources of law which come from binding authorities.

Historical Treatment—References to prior cases which

have affected their precedent-holding value.

Standard of Review Issues—Those topics which
may serve to limit the scope of the court’s consider-
ations during a case, e.g., the domain of the court’s
authority, issues relating to statutes of limitations, ju-
risdictional issues, etc.

Historical Facts—Facts from the past which relate
to the case at hand and which may or may not be cru-
cial to the resolution of the claims, e.g., the age of the
parties or witnesses or evidence, the condition of the
environment during the period the claim addresses, etc.

Facts Necessary to Analysis—Actual and absolute
realities to be considered by the court, as distinguished
from fiction or error.
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18.

19.

20.

21.

22.

24.

25.

26.

27.

28.

29.

31.

32.

33.

Evidence—Any species of proof, or probative matter,
legally presented at the trial of an issue, by the act
of the parties and through the medium of witnesses,
records, documents, exhibits, concrete objects, etc., for
the purpose of inducing belief in the minds of the court
or jury as to their contention.

Application of Law to Facts—A part of the anal-
ysis; the means by which the court associates the ev-
idence at hand with the law in order to make a judg-
ment.

Secondary Source Citations—References to sources
other than statutes or previously judged cases; they
may include Legal Reviews, textbooks, periodicals, ar-
ticles, letters, notices, and many other printed or copy-
righted materials.

Transcript Quotations—A verbatim reference to a
copy of the trial, hearing, or other proceeding as pre-
pared by the court reporter.

Analysis of Precedent—A form of analysis which
involves an examination of prior court rulings which
are close in facts or legal principles to the case under
consideration.

. Public Policy Analysis—A part of the analysis which

examines the suitability of existing community common
sense prescriptions and enactments.

Deductive Reasoning—A form of analysis; the pro-
cess of deriving a result through the use of inference
in which the conclusion follows necessarily from the
premises.

Directed Result—A form of analysis which uses par-
ticular and focused logical reasoning to arrive at its
conclusion.

Conclusory Statements (or Summary Resolu-
tion of an Issue)—Statements, distinct from judg-
ments or final conclusions which summarize the result
of directed analysis or reasoning thus far.

Judicial Notice—A type of conclusory statement; the
act by which a court, in conducting a trial, or framing
its decision, will, of its own motion or on request of a
party, and without the production of evidence, recog-
nize the existence and truth of certain facts, having a
bearing on the case, which are not properly the subject
of testimony or which are universally established (e.g.,
laws of the state, international law, historical events,
the constitution, etc).

Abstract Conclusions—Determinations, dissassoci-
ated from any specific instance, which draw to a close
a line of argument or reasoning, e.g., that segregated
schools are inherently unequal.

Concrete Conlusions—Deteminations, based on spe-
cific instances, which draw to a close a line of argument
or reasoning, e.g., that Ms. Brown was discriminated
against by the Topeka schools and she will be permitted
to attend Topeka High.

. The Mandate—A command, order, or direction, writ-

ten or oral, which the court is authorized to give and
the parties are legally bound to obey.

Separate Orders—Directions of a court or judge made
or entered in writing, and not included in a judgment
which determines some point or directs some action fol-
lowing the proceedings.

Concurring Opinions—A statement of judicial con-
clusion which agrees with the result reached by the ma-
jority, but disagrees with the precise reasoning that lead
to that result.

Dissenting Opinions—A statement of judicial con-
clusion which disagrees with the result reached by the
majority and thus disagrees with the reasoning and/or
principles of law used by the majority in deciding the
case.



