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STUDY AND RESULTS

As online document collections continue to expand, both on the Web and in proprietary environments, the need for duplicate detection becomes more critical.  Few users wish to retrieve search results consisting of sets of duplicate documents, whether identical duplicates or close variants.  The goal of this work is to facilitate investigations into the phenomena of near duplicates, and algorithmic approaches to minimizing their deleterious effect on search results.

One of the strengths of this work is that it extensively enlists actual practitioners into its research framework, from problem definition (via user representatives) to result delivery (via professional assessors), and by applying metrics of consistency, such as the Kappa statistic, to quantify their contribution.

By employing a variety of such domain expertise while addressing the problem, the authors effectively characterize the duplication existing in the large textual collections that they service.  They subsequently strive to validate the completeness and reliability of this effort with analyses of assessor agreement, error rates, and significance.  The resultant test collection ultimately assisted in the development of an algorithm that captures 97% of the duplicates identified by human experts.
WHAT’S NEW

This endeavor makes a novel and meaningful contribution to the research community, in addition to the principled methods that it establishes and implements.  It creates a deduping test collection by harnessing (a) real user queries, (b) a massive underlying collection from an operational setting, and (c) professional assessors possessing substantial knowledge of the domain and its clients.  In addition, the work expands the discussion of online (real time) deduping.  Other recent work has often been syntax rather than lexical-based, Web-based (e.g., focusing on issues such as URL replication and instability), or conducted offline (e.g., examining large numbers of permutations before constructing a feature set).  The authors’ current efforts, which target a dynamic production environment, are thus substantially different from such previous research.  [The test collection developed for this project is available for non-commercial research purposes upon request from the authors.]
LIMITATIONS

The resultant test collection was generated from a large set of query-generated news documents originating from a corpus that includes articles on financial, medical and legal topics as well as developments in other sub-domains.  Yet the extent to which it may apply to specialized documents in stand-alone domains such as bio-informatics remains an open question.  The size of the resultant deduplication collection is moderate, yet the procedures to generate such a test collection in operational settings have shown themselves to be reliable and reproducible.
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